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EXECUTIVE SUMMARY

The fourth-order spectrum represents a new way of extracting information from data. Used in conjunc-
tion with the second-ordsr spectrum (or power spectrum) the fourth-order spectrum reveals otherwise hidden
relationships that are important for classification of transient signals in passive sonar and for classification of
resonances in active sonar. In addition, the fourth-order spectrum can extract range and Doppler information
from an active sonar return under conditions which render the conventional spectrum useless. Moreover, the
potential for signal-to-noise ratio improvements in Gaussian noise environments is high. Theoretically, the
fourth-order spectrum eliminates all additive Gaussian noise from its final result. The practicality of this
theoretical fact is currently being considered.

The drawbacks in using the fourth-order spectrum in practice are: 1) it requires more processing
capacity, and 2) it will require training in order to properly interpret the results, unless the detection
and classification functions are automated. However, these drawbacks have been minimised in this report
by the utilisation of a special case of the fourth-order spectrum. Nevertheless, all the advantages of the
fourth-order spectrum discussed above have been maintained.

The following points are discussed in more detail in the report:

1) A new class of multidimensional non-Gaussian density functions are introduced. This class represents
physically meaningful signals, since, independent data are not required. As a special case, the class reduces
to a multidimensional Gaussian density, so a wide variety of density functions can be represented. In the
report fourth-order specira were obtained for the class of multidimensional non-Gaussian density functions.
In this way, it was shown that the fourth-order spectrum coufd differentiate between a Gaussian and a non-
Gaussian process. This is important because many noise sources in the ocean are Gaussian. For example,
ambient noise, reverberation, flow noise, ect., are Gaussian. Whereas, signals are usually non-Gaussian. For
example, sinusoids, transients, active sonar transmissions, ect., are all non-Gaussian.

2) An active sonar classification technique relies on backscatter resonances to differentiate target types.
But resonances may not give an unique classification, since, many waveforms could have the same resonances.
In order to show the potential of the fourth-order spectrum for classification, an idealised example of creeping
wave backscatter is discussed. In this example, a sum of two sinusoids and a mixture of two sinusoids have
the same spectrum (resonances). However, only the mixture represents the physical phenomenon of creeping
wave backscatter. It is shown that the fourth-order spectrum differentiates between a sum and a mixture of
sinusoids, and therefore, can aid in active sonar classification.

3) When long pulse trains are transmitted the return echo is usually amplitude modulated from target
dynamics, Doppler spreading, or medium effects. Under these conditions, the spectrum can be severly
distorted making detection and classification impossible. Using an amplitude modulated coded pulse train,
it is shown that the fourth-order spectrum can extract range and Doppler information while for the same
conditions the spectrum is useless.
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Fourth-Order Spectra of Mixture and Modulated Processes
1. Introduction

Certain underwater acoustic signals can be modeled as mixture processes. For example, a scattered wave
from an extended target will often consist of several subwaves with different characteristics. Determining
whether or not a received waveform is from an extended target is an important problem|1,2]. Another
example of a mixture process is an intermittency produced by a complex mechanical source{3]. Also,
environmental conditions can cause several signals with different doppler frequencies to be mixed together
in the received waveform. In all of these examples the fundamental properties of the waveform can be
characterised by a mixture process. Other signals are better modeled as modulated processes. Wave
propagating in random medium and Doppler spread targets are two examples.

The objectives of the report are: 1) to develop a parameterised mixture process model, similar but
more general than reference 4, that characterises the phenomena of interest and extract information from
the model by estimating its spectra and higher- order spectra [5,6,7); and 2) to estimate spectra and higher-
order spectra from amplitude modulated processes.

It will be shown in the report that the mixture process is in general a non-Gaussian process. Therefore,
higher-order spectra would contain additional information about the non-Gaussian waveform. In our initial
application, a measurable higher-order spectrum would be enough to classify the phenomenon as belonging
to a mixture process. Specifically, it will be shown that a special case of the trispectrum [8,9] can determine
whether or not a mixture process is present, whereas, the second-order spectrum cannot. For this special
case, an interesting result for sinusoidal mixture processes is presented and demonstrated by simulation.
For the modulated case, examples are presented which show the usefulness of the fourth-order cumulant
spectrum in extracting target information from an amplitude modulated return.

The second-order (power) spectrum the and fourth-order spectrum (trispectrum) are special cases of
the nth-order spectrum|8,10]. The nth-order spectrum is defined as the Fourier transform of the nth-order
cumulant. Therefore, the nth-order spectrum is also called the nth-order cumulant spectrum. For a sero
mean and stationary process the second-order and fourth-order cumulant functions are as follows:

second-order
Ca(r) = E[=(t)=(t + 7)),

fourth-ord
Cu(r1, 12, 13) = Elz(t)z(t + 7,)z(t + r2)z(t + 73)}
—~Elz(t)z(t + r,)| E[z(t + r2)z(t + r3))
—E|z(t)z(t + r2)| Elz(t + r)z(t + 1))

—E|z(t)z(t + r3) | E[2(t + 11 )z(t + 72)}.
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Since the Gaussian expansion is subtracted from the fourth-order moment, the fourth-order cumulant is sero
for Gaussian processes. Therefore, as noted by Rosenblatt {5], additive Gaussian noise will not effect the
result of the trispectrum.

This report is concerned with a special case of the fourth-order cumalant. Namely, when, r, = 0, and
77 = r3. Therefore, the fourth-order cumulant reduces to the following: -

Caz(r) = E|z(t)?z(t + r)?] — E|z(t)?| E[z(t + r)?) - 2E|z(t)z(t + r))?
= Ry(r) - Var|z(¢)]? - 2[R(r)]2. (1.1)

If in addition 7 = 0, then C,; is related to the kurtosis of x. Properties of kurtosis were discussed in
previous publications|11,12].

The fourth-order spectrum is therefore,

+oo
042((41) = _ C43(T)¢-jw'df
+00 +co
= Ry(r)e™7“"dr — 2x[Var(z(¢)]]?6(w) — 2/ R(r)%e™¥"dr, (1.2)

Another special case of the fourth-order cumulant arises when r, =, =Oorwhenry = =13 =1,

For this case,
Caa(r) = Elz(t)’z(t + )| — 3E|=(t)?| E[z(t)z(¢t + r)]

= Ra(r) — 3Var{z(t)|R(r).
When the process is Gaussian, C43(r) = 0. Therefore, its spectrum is also zero for all frequencies.
2. Mixture Processes

The need for multidimensional non-Gaussian processes arise from the definition of the nth-order cumu-
lant spectra. Here non-Gaussian processes will be modeled as non-Gaussian mixture processes. As alluded
to in the introduction, these mixture processes are more than mathematical conveniences, because they seem
to represent physical processes.

A bivariate mixture probability density is defined as follows:

f(z,9) = (1= AP fi(z, y) + A2 fa(z, 9) + M1 = M) fu(z) f2(vl2) + fa(2) fu(ylz)], (2.1)
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where, 0 < A <1 and f_°°°° f(z,y)dzdy = 1.

The bivariate densities f,(z, y) and f3(z, y) can be in general any bivariate densities. However, Gaussian
densities are utilized in this report in order to obtain tractable results. But, even when f,(z,y) and fa(z,y)
are Gaussian the mixture density f(z,y) is in general non-Gaussian. This was demonstrated for univariate
densities by Bendat and Piersol [13]. If fi(z,y) # f2(z,y) and A # 0,1, then f(z,y) is non-gaussian. The
Gaussian densities f,(z,y) and f3(z,y) are defined below.

Suppose the marginals are the same in (2.1), i.e., fi(z) = f2(z). Then,

f(:vy) = (l_’\)fl(zvy)+'\f2(zry)' (2'2)

As an application of (2.2), let the mixture process be passed through a hard clipper. It is desired to find
the autocorrelation function at the output. The hard clipper is sometimes used in sonar arrays and other
applications include neural networks[14]. For the Gaussian case the result is well known[15,16]. However,
for the non-Gaussian case no general result is known. But, a general result for the non-Gaussian mixture
density (2.2) reduces to the following,

Ro(r) = (1= 2) Zein" s (1)} + z\%:in'l[pg(r)].

If, A\ = 0,1, then R.(r) reduces to the Gaussian case. Also, the autocorrelation function at the output of
more general nonlinearities [17] can be similarly derived.

The form of (2.1) is more general than the bivariate mixture densities discussed in reference 4. This
generality represents an improvement, since, (2.1) does not suffer from the disadvantages of the mixture
densities of reference 4. For example, if x and y are independent than (2.1) and (2.2) reduce to a product
of univariate mixture densities. Also, (2.1) and all special cases, e.g., (2.2), always satisfy the strong mixing
condition.

The form of (2.1) can also be extended to a multivariate non-Gaussian mixture density, but this
generality is not needed here.

Let,

filzy) = Lt hamer i)
1Ly = 2”61(1_[’?)1/2 ’
and -
fale,y) = = L hE Ty e
| )

2% g3(1 - p%)‘/ze

be the mixture densities of (2.1). Then the autocorrelation function,

R(r) = /_ov zyf(z, y)dzdy,
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reduces to the following,
R(r) = [(t = Npu(r) + Ap2(r)][(1 - Ao} + Aa3)]. (2.3)

The spectrum of (2.3) is
o0
S(w) =/ R(r)e™“"dr
— o0

oo

= [(1 = A)o? + A?] [(1 - A)/:Z pr(r)e 7 dr + A/

-0

p-z(r)e_"“"dr] . {2.4)

On the other hand, the fourth-order moment of {2.1),

Ra(r) = /-00 zzyzf(z,y)dzdy,

- o0

reduces to the following result,
Ra(r) = [(1 = A)o? + Ad3}?

+2{(1 = M)pi(r) + 203 ({2 — Aot + Ao}

+A(1 = A)pl(r)o] - p3(r)ol|(0F - oF). (2.5)

Since Ra(r) is clearly different from a linear combination of R{r)? a non-Gaussian mixture process can
be differentiated from a Gaussian process.

From the definition of the fourth-order cumulant given in (1.1},

Cua(r) = Ra(r) - [(1 - Ao? + l\a.f,]z - 2R(r)3. (2.6)

As expected, if A = 1,0, {the Gaussian case), then Cy3(r) = 0. However, for the non-Gaussian case,
when oy =03 =1,
Caa(r) = 2A(1 = N)fes(r) ~ p2(7)]*. (2.7)

The fourth-order spectrum of (2.7) is,

Caz(w) = 2A(1 - 1) /-—ao [p1(7) = pa(r)]2e™ 7"  dr. (2.8)

EXAMPLE 1.

Let, py(r) = e~ 7l and p2(r) = e~ 21"l in equation (2.8), then for A # 0,1,

042((4)) _ 4oy 4ar 4(01 + az)

! = - —
Caalw) = 2AM(1-12) w?+ (2&1)2 w? + (2&2)2 w? + (o) + a3)3? ’

(2.9)
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Equation (2.9) is plotted for positive frequencies in figure 1 for three cases: (a; = 10,a; = 1),(a; =
10,a3 = 2}, and (ag = 10,a; = 9). The last case is close to zero for all frequencies indicating that the
process is almost Gaussian. The other two cases show that the fourth-order spectrum can differentiate
between Gaussian and non-Gaussian processes. It is also apparent from the figure that the fourth-order
spectrum is negative for some frequencies.

EXAMPLE 2.

Let, pi(r) = e~"*"lcos(wor), and, pa(r) = e~ *7|"Icos(wor), in (2.8), then, for A # 0, 1,

Caz(w) 2ay ay a)
c! = = +
a2l 22(1-2) w4 (2a5)?  (w - 2w0)? + (2a1)3 + (w + 2wo)? + (2a4)?
2as ag + az
w?+ (202)2  (w - 2wo)? + (2a2)?  (w + 2wo)? + (2a3)?
2(&1 +ag) a; +az a; +as

—wz + (Ct], + (12)2 B (w - 2(«1())2 + (01 + t'.!'z)2 - (w + 2w°)2 + (al + a2)7 ) (2.10)

Equation (2.10) is plotted in figure 2 for the same conditions as given in example 1.
The fourth-order moment, for the other special case mentioned in the introduction, is
Caalr) = 3M(1 = N)lpa(r)oi (o] - 03) + ps(r)o3 (0] - o).
If oy = 04, then Cya(r) = 0. This case will not be considered further.
8. Sinusoidal Mixture Processes

A problem that occurs in underwater acoustics can be stated as follows: given s(t), -T<t<T, determine
if s(t) represents a sum of two sinusoids or a mixture of two sinusoids. A more complicated problem arises
from creeping wave backscatter. This case is usually discussed in the context of target classification from
resonances|18|. Here, however, the backscattered waveform is idealised as a mixture of two sinusoids in
order to show the classification potential of fourth-order spectra. Whereas, both a sum and a mixture of two
sinusoids will have fourth-order spectra, only the mixture represents the idealised backscattered waveform.
Therefore, the fourth-order spectrum gives additional information about the physical phenomenon that can
be utilized in target classification.

Nevertheless, it is interesting ¢hat the idealized problem can be solved by fourth- order spectra. On the
other hand, second-order spectra cannot differentiate between a sum and a mixture, since both could have
the same spectra. However, there may be amplitude differences, but this information is usually not enough
to make a determination.
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It will be assumed that the data are ergodic so that the time autocorrelation function R(r) and the
time fourth-order function R;(r) of the random process equals the corresponding statistical autocorrelation
function and statistical fourth-order function, respectively|19)].

a) Sum of Sinusoids

Let,
a(t) = —\/—_sm(wlt + 1) + \/Esm(w;t + ¢2), (3.1)

where, w; # wz , =T < t < T, and the parameters ¢, and ¢; are random variables uniformly distributed
between O and 2=.

The time autocorrelation function,

T-|r}
R(r) = fim ST =TT 2(T [71) /T+|r| (B)aft + r)d,
reduces to,
ai a3
R(r) = Tcos(w,r) + Tcoo(wgr) = R(r). (3.2)

Its corresponding spectrum is given in (3.3),

Sw) = 27a? §(w — wy) + §(w + wy) + 2762 §(w ~ w3) + (w +wg)'

4 2 4 2 (33)
Similarly, the time fourth-order function,
Ra(r) = /T " (¢)? 2q
T 8(¢)s(t + r)°dt,
o) = i, T Ly, e
for (3.1), reduces to,
ol

Ra(r) = gi-*Lall:’—*.—a—’ + 32cos(2w1r) + -:i—icoe(ngr) + 1:2 cos(wyr)cos(wqr) = Ra(r). (3.4)

Notice that the spectrum of Rz(r) will have 5 positive frequencies. However, the fourth-order cumulant
is desired. It reduces to,

T S 4
Culr) = S g—‘cos(Zulr) ~ g—;—cos(ngr),

16 32

and its corresponding spectrum follows as,

Carlw) = _2ﬂ'(al + a,)s( ) - 21ral (w = 2wy) + 8w +2wy)  2mad §(w — 2wg) + §(w + 20)2)-

2 32 2 (3:5)




TR 8403

Therefore, the fourth-order cumulant spectrum for (3.1) contains only 3 positive frequencies located
at 0,2w,, and 2w;. The frequency locations for the fourth-order cumulant of the mixture process will be
different. This represents a iieans to differentiate a sum from a mixture.

b) Mixture of Sinusoids
Let,
3(t) = aysin(wyt + ¢1)hi(t) + azsin{wat + $2)ha(t), (3.8)

represent the sinusoidal mixture process over the interval, -7y < ¢ < Ty, where T, 2> 0, and Ty > 0. The
functions h,(t) and hz(t) are defined in the following way,

hi(t) = u(t + TL) — u(t — Ty),
and
ha(t) = u(t — T1) - u(t - Tv),

where u() is the unit step function. These functions also have the property that A?() = A;(), i=1,2, which
will be used later.

The time autocorrelation function of (3.6),
Ty —|r|

R(r) = _ lim S S—

t)s(t t
Te Ty—oo Tp + Tty — 2',.' ~Totpr| 3( )3( + f)d )

reduces to, for r > 0,

2 L
o ai TL+Ty 1- 737
R(r) = T:.-%‘;“—-oo[ 2 cos{wi) (TL + Tv) (l - ﬂﬂ;',%

+§-cos(wz1‘) (l - T+ T ) - T:J-"‘Lﬂ
2 T+ Ty 1—- 3T}
Ty +Ty

A similar expression is obtained for r < 0. These expressions converge to the following,
a3 a?
R(r)=(1- A);’-cos(w,r) + A—z-l-cos(wlf), (3.7)

where, %{,’-} — A If A =4, then (3.7) and (3.2) will have identical spectra.

The fourth-order moment can be shown to converge to the following result,

atd +ad(1-2) + ad(1-))

Ra(7) = cos(2w,7) + ‘-‘%cos(%lr). (3.8)

4 8
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Notice that only 3 positive frequencies are present in (3.8). The fourth-order cumulant is given by,

afi?  ay(1-2)?
4 4

Cualr) = $M1 = A)(a? - a3)? -

+ at/\(ls— 2))

cos(2w, 1) - a1 - '\g(l - 2’\)cos(ngr) - a?a3A(1 - A)cos(w,7)cos(wat).

If, 3y = az = 1, and A = 4, the fourth-order cumulant reduces to,

1
Calr) = 3~ i—cos(wlr)coa(wgr), (3.9)
and its corresponding spectrum,

27 6[w — (wa ~wi)| + 8w + (wa —wi)] 278w — (wa +wi)] + 8w + (w3 + w,)]
8 2 8 2 '

2x
Culw) = —'?6((1)) -
(3.10)
is clearly different from the spectrum in (3.5), for the same conditions.

EXAMPLE 3.
( Sum of Sinusoids)

Figure 3 represents the spectrum (in db) of (3.2) for a; = a3 = 1, and A = 4. The corresponding
fourth-order cumulant spectrum (for a linear scale) is shown in figure 4.

( Mixture of Sinusoids)

The spectrum of (3.7) is shown in figure 5, for a; = az = 1, and A = .‘1, In this case the spectra of
figures 3 and 5 are identical. However, the fourth-order cumulant spectrum (3.10) as shown in figure 6 is
clearly different from figure 4. Therefore, the sinusoidal mixture process can be differentiated from a sum of
sinusoids, based on the fourth-order cumulant spectrum.

4. Modulated Processes

Modulated processes arise in communications as well as sonar and radar applications. Here the following
general modulated problem is treated. Let,

z(t) = a(t)z(t), (4.1)

be the modulated process. Where a(t) and £(t) are both sero mean and mutuaily independent processes.
Equation (4.1) is in general a non-Gaussian process even if both a(t) and s(t) are Gaussian processes. Its
autocorrelation function,

R:(r) = E[z(t)z(t + )] = Ela(t)a(t + )| E[2(t)2(t + 7)] = Ra(r)Rs(7), (4.2)
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is a product of two autocorrelation functions. Therefore, its spectrum will be a convolution of the two
spectra. If z(t) is the information bearing component then the modulating component a(t) tends to interfere
with the reception of z(t).

Let a(t) be a Gaussian process. Then the fourth-order cumulant of equation (4.1) reduces to
Caa(r) = Var’(a(t)] [Elz(¢)?2(t + 7)?] = Var[2(t)|] + 2Ra(r)? (E[2(6)*2(t + 7)?] - Ru(r)7]. (4.3)

Notice that (4.3) is not a simple product of autocorrelation functions. Therefore, its spectrum will be
different from the spectrum of (4.2).

Now let z(t) be Gaussian also. Then (4.3) reduces to,
Caa(r) = 2Var®[a(t)| R,(7)? + 2Var?|3(t)|Rq(r)? + Ru(r)?R.(r)?, (4.4)
which can be seen to separate the two spectra into a sum and a product rather than just a product.
EXAMPLE 4.

Let,
z(t) = a(t)cos(wot + ),

where, ¢ is a random parameter uniformly distributed between 0 and 2x. Then,

cos(wor)

R,(f) = R,‘(T)——z——-
If,
Ry(r) = eI,
then the spectrum of R.(r) is,

a + a
(w-wo)l+a?  {w+we)?+a?

S.(w) = (4.5)

If a = oo, then S.{w) — 0. This means that the sinusoidal frequency wo will not be observed in the
spectrum of R.(r).

However, the fourth-order cumulant,

3
E—gﬂcm(%or),

Caalr) = -:-R..(r)‘ +

has the following spectrum,

a + 2xVar?(a(t)] 6(w — 2wo) + 6(w + 2wo) ‘

Calw) = ey 8 2

(4.8)

Now, the sinusoidal frequency 2wy is seen in (4.6) even as @ — co.

|
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(Simulation: Amplitude Modulated Sinusoid)

The spectrum (in db) of a sinusoid, amplitude modulated by white noise, is shown in figure 7. The
sinusoidal frequency is not discernable in this figure because of the interference of the modulation as predicted
in (4.5). However, the fourth-order spectrum in figure 8 (plotted on a linear scale) reveals the underlying
sinusoid but at twice its frequency. This result is predicted in (4.6).

EXAMPLE 5. ( SONAR/RADAR APPLICATION )

Let,

k
y(t) = Z h(t ~ nTp)eltwnt+on)

n=-k

—00 <t < 00, be the pulse coded transmitted signal of length, 2kT,, + T. The pulses are defined as follows,
h(t — nT,) = u(t — nT, + %) —u(t — nT, - g),

where uf) is the unit step function. The parameters, T and T}, for T < T}, represent the pulse width and
pulse repetition interval, respectively.

The received signal is assumed to be of the form,
y .
#(t) = a(t — 7") Y h(t — T, — Tg)e/ltwntwnaltt=Tal+0utd]
n=-k

where, Tp is the range of the target, w,q is the Doppler shift radian frequency associated with each
transmitted radian frequency wy,, & is the phase of the nth transmitted puise, and ¢ is a random phase angle
uniformly distributed between 0 and 2x. The real stochastic Gaussian modulating function a(t) represents
a time fluctuating target(20]. This model usually applies for transmitted signals of long length.

Let,

k
V(0= 3 be— T, - Tgpoene-Taress,

n=~k

be the adjusted transmitted signal. Where T, is a parameter that is adjusted in order to search for the true
range. For simplicity, it will be assumed that Tg = Tr , i.e., the range is known.

The envelope of the received signal is defined as follows,

z(t) = 2'(¢)y"*(¢),

where the asterisk is the complex conjugate.

10
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Therefore, since the pulses are disjoint, i.e.,
h(t — i T,)A(t - naT,) = {g,(t-m ), :f :: : ::
the envelope of the received signal is,
z(t) = a(t - T—”) i: h(t = nT}, ~ Tp)e/lnelt-Tni+e|, (4.7)
2

n=—k

The objective of this example is to compare the autocorrelation function of (4.7) and its corresponding
spectrum with the fourth-order cumulant function of (4.7) and its corresponding spectrum.

The autocorrelation function is given by the following expression,
k k A
Elz(t))z(ta)] = Ralta—t1) 3_  D_ A(ty —=niTp — Tp)h(ta — naT, — Tp)ell“reti=unaets) (4 5)
ni=—kny=-k

where, T T
Ru(ta — t1) = Ela(t, - ?")a(e2 - T”-)],

is a stationary autocorrelation function.

Therefore, since (4.7) is not in general a stationary process, the spectrum of (4.8) is defined as a two-
dimensional Fourier transform of the autocorrelation function,

o oo )
S(TR,“’X:“’Z) = / / E[I(t;).‘!‘(tg)]e_”“'h+”"”dhdtg. (4.9)
-00 4 —00

To simplify the evaluation of {4.9) the modulating function will be assumed to be white noise, i.e., R,(t; -
t1) = 6(tz — ¢t;). Therefore, the spectrum of (4.8) reduces to

sin[{w; + wizzl_]sin[(wl + wa)(k + 4)T;)|

S{Tg,w;,w3) = Te HlwrtwaiTa
( (w1 +wa) T sin|({w, +wg)I{-]

(4.10)

The spectrum (4.10) is concentrated along the line, w; = —wa with the same value , T(2k+1), for all
frequencies. Therefore, if wy = —wa3, then, S(Tg,w) = T(2k + 1), Vw. This clearly shows the interfering
effect of the modulating white noise.

The fourth-order cumulant function reduces to the following result,

k k
ng(t[,t:) = Var’[al Z Z h(tl - anp - Tg)h(tz - nng - Tn)ejz‘”““' -w""‘"', (4.11)

nl-‘-*k n1=—k

1n
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where the Gaussian assumption for the modulating function was used to obtain (4.11).
Similarly, the fourth-order cumulant spectrum is defined as a two-dimensional Fourier transform,
o0 [--]
C(Z(TR;wlng) = / / ng(tl,tg)e-””‘“*.”’t”dtldtg, (4.12)
— o0 — o0

which reduces to,

k k
CarlTmwnwa) = ValalT? 3= 3 emilortos—2umamunallinitnsiT, +27a]

ni=—kny=-k

sin[(un 2“"‘14) 2 l s"‘[(‘"’2 + an,,g) 2 ]] (413)

(w1 — 2wn,g) T (w2 + wnya) T

Again, the spectrum is concentrated along the line, w; = —~w;, but now with peaks at twice the Doppler
shift frequencies. To see this more clearly, let w; = —w2 = w , and waq = wy, Yn, i.e., all the Doppler shift
frequencies are the same, then

Cua(Tr,w) = Var'[a]T?(2k + 1)? [’“‘“‘” ;:',"i ] (4.14)

It is clear that (4.13) and (4.14) are not interfered with by the modulating fun- “ion, except for the
constant representing its variance. Therefore, the fourth-order cumulant specirum of the received signal
will be discernable. Whereas, the spectrum of (4.8) may not be discernable depending on the modulating
function a(t) as shown in example 4.

5. Conclusions

It has been shown that for non-Gaussian processes, modeled as mixture and modulated processes,
higher-order spectra can extract information that second-order spectra cannot. Namely, the fourth-order
cumulant spectrum can differentiate between purely Gaussian processes and mixture non-Gaussian processes.
This was demonstrated by several examples. Moreover, the fourth-order cumulant spectra can differentiate
between a sum of sinusoids and a mixture of sinusoids. This was demonstrated by simulation.

An important practical application of fourth-order spectra showed that target information, from an
active sonar return, could be extracted . Specifically, the fourth-order spectrum extracted Doppler shift
frequencies from an amplitude modulated coded pulse train return, whereas, the spectrum was unable to do
so.
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FIGURE 2. Example 2, Fourth-Order Spectrum: a; = 10.
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